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In real world applications, objects of different types can have different

relations, which form heterogeneous information networks (HINs).

• Typed nodes: objects.

• Typed edges: relations.

[author] writes [paper]

[paper] has [key term]
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A toy bibliographic network



Figures partly from http://xren7.web.engr.illinois.edu/yahoo-dais_award.html, http://www.garrygolden.com/2015/07/06/linkedin-economic-graph-technosolutionism, and http://www.businessinsider.com/explainer-what-exactly-is-the-social-graph-2012-3

Movie Reviewing Network Bibliographic Network Biomedical Network

Economic Graph Facebook Open GraphSocial Network

Heterogeneous information networks (HINs) are ubiquitous.
Each embodies rich semantics due to the type information.
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• Clustering is a fundamental task in network mining.

• With the rich semantics in HINs, there can be multiple 

reasonable clustering results.

• Result 1 – cluster by similar research topics (key terms).

• Result 2 – cluster by similar publishing venues.

4

User-guided clustering – User provides guidance on a very small portion of nodes as seeds.

• E.g., user guidance: the two nodes in the Brown circles are in the same cluster.

… likely the user want nodes related to similar venues to be clustered together.

… likely result 2 is preferable.
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Since guidance is provided only on a very small portion of nodes…

• It is often necessary to exploit signals encoded in the rich semantics of

heterogeneous information networks (HINs).

• We resort to network motifs to expose higher-order interaction signals.

Challenge in User-Guided Clustering 
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Simpler case: in homogeneous networks (not typed)

• Motifs are higher-order structures beyond nodes, edges,

and paths (random walks).

• Motifs reveal higher order interaction in complex networks

such as transportation networks and neuronal networks.

• Bringing performance boost in data mining/machine

learning tasks such as clustering, link prediction, ranking,

and representation learning.

Background – Network Motifs

Figures adapted from Yaveroğlu, Ömer Nebil, et al. "Revealing the hidden language of complex networks." Scientific reports 4 (2014) and Benson, Austin R., David F. Gleich, and Jure Leskovec. "Higher-order organization of complex networks." Science 353.6295 (2016).

U.S. Airport Network

C. Elegans Frontal Neuronal Network

2-node
motif

3-node
motifs

4-node
motifs

Examples of Motifs
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In the context of heterogeneous network (HINs)…

• Motifs additionally has type constraints.

• A.k.a. meta-graphs [1] or meta-structures [2].

Background – Motifs in HINs

[1] Zhao, Huan, et al. “Meta-graph based recommendation fusion over heterogeneous information networks.” In KDD, 2017.
[2] Huang, Zhipeng, et al. “Meta structure: Computing relevance in large heterogeneous information networks.” In KDD, 2016.

user

movie

genre

director

actor

user

movie

director user

movie

genre

author paper

paperauthor
term

term

term

term

author paper paper authorterm

author paper

paperauthor author paper

paperauthor
term

author paper

paperauthor

user

movie

genre

director

actor

user

movie

director user

movie

genre

author paper

paperauthor
term

term

term

term

author paper paper authorterm

author paper paper author

user

movie

genre

director

actor

user

movie

director user

movie

genre

author paper

paperauthor
term

term

term

term

author paper paper authorterm

author paper

paperauthor

(1) 2A2P (a.k.a., “bi-fan”) (2) APPA (3) AP4TPA

Space reflecting the director aspect
 of the IMDb network

Space reflecting the genre aspect
 of the IMDb network

Multiple embedding spaces

S. Spielberg
(direct)

musical
(genre)

Carlo
(user)

Carlo
(user)

musical
(genre)

Carlo
(user)

S. Spielberg
(direct)

Carlo
(user)

S. Spielberg
(direct)

musical
(genre)

One embedding space

musical
(genre)

Carlo
(user)

S. Spielberg
(direct)

Carlo
(user)

S. Spielberg
(direct)

musical
(genre)

One embedding space

Space reflecting the director aspect
 of the IMDb network

Space reflecting the genre aspect
 of the IMDb network

Multiple embedding spaces

S. Spielberg
(direct)

musical
(genre)

Carlo
(user)

Carlo
(user)

Space reflecting the director aspect
 of the IMDb network

Space reflecting the genre aspect
 of the IMDb network

Multiple embedding spaces

S. Spielberg
(direct)

musical
(genre)

Carlo
(user)

Carlo
(user)

musical
(genre)

Carlo
(user)

S. Spielberg
(direct)

Carlo
(user)

S. Spielberg
(direct)

musical
(genre)

One embedding space

musical
(genre)

Carlo
(user)

S. Spielberg
(direct)

Carlo
(user)

S. Spielberg
(direct)

musical
(genre)

One embedding space

Space reflecting the director aspect
 of the IMDb network

Space reflecting the genre aspect
 of the IMDb network

Multiple embedding spaces

S. Spielberg
(direct)

musical
(genre)

Carlo
(user)

Carlo
(user)

Space reflecting the director aspect
 of the IMDb network

Space reflecting the genre aspect
 of the IMDb network

Multiple embedding spaces

S. Spielberg
(direct)

musical
(genre)

Carlo
(user)

Carlo
(user)

musical
(genre)

Carlo
(user)

S. Spielberg
(direct)

Carlo
(user)

S. Spielberg
(direct)

musical
(genre)

One embedding space

musical
(genre)

Carlo
(user)

S. Spielberg
(direct)

Carlo
(user)

S. Spielberg
(direct)

musical
(genre)

One embedding space

Space reflecting the director aspect
 of the IMDb network

Space reflecting the genre aspect
 of the IMDb network

Multiple embedding spaces

S. Spielberg
(direct)

musical
(genre)

Carlo
(user)

Carlo
(user)

Space reflecting the director aspect
 of the IMDb network

Space reflecting the genre aspect
 of the IMDb network

Multiple embedding spaces

S. Spielberg
(direct)

musical
(genre)

Carlo
(user)

Carlo
(user)

musical
(genre)

Carlo
(user)

S. Spielberg
(direct)

Carlo
(user)

S. Spielberg
(direct)

musical
(genre)

One embedding space

musical
(genre)

Carlo
(user)

S. Spielberg
(direct)

Carlo
(user)

S. Spielberg
(direct)

musical
(genre)

One embedding space

Space reflecting the director aspect
 of the IMDb network

Space reflecting the genre aspect
 of the IMDb network

Multiple embedding spaces

S. Spielberg
(direct)

musical
(genre)

Carlo
(user)

Carlo
(user)

[paper] [author]

[venue] [key term]Term

Examples of Motifs in HINs
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Can we instead use simpler network structures?

• According to the ground truth labels: only Eric Xing and David

Blei received their Ph.D. from the same research group.

• Even though every one is well connected with Eric Xing.

• Simpler structures such as paths (known as meta-paths in HINs)

are not very discriminative.

• If the user’s intention is to cluster by Ph.D. research group, the

information from motif would be worth exploiting.

Why Would Motifs in HINs Provide Informative Signals?
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Option 1: Collapse motifs to pairwise relation.

• … so that traditional clustering methods ( ) can be applied.

• Example:

• Will incur some information loss.

How to Leverage Motifs?
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Option 2: Comprehensively transcribe signals revealed by motifs.

• A k-node motif instance → a k-tuple of nodes

→ an element in a k-th-order tensor.

• Not causing information loss.

• Example: Motif APA

• We resort to this option 2 to preserve as much information as 

possible.

How to Leverage Motifs?
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• As such, we can use motifs to transcribe the information in an HIN 

to a series of tensors.

• How to use a series of tenors in user-guided clustering?



Given a matrix representing the pairwise relations between nodes

• … factorize the matrix into two non-negative matrices.

• Each row (or column) of the resulting matrix yields the clustering 

membership for the corresponding node.
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Revisit on Clustering by Non-Negative Matrix Factorization (NMF) 
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to their group’s research interest. In other words, dirichlet represents an impor-
tant semantic facet of the relationship between Xing and Blei. Modeling the
higher-order interaction among dirichlet and other nodes can therefore kick in
more information. If one only used motifs to generate pairwise or edge-level sig-
nals, such information would be lost. In Section 7, we will further quantitatively
validate the utility of comprehensively modeling higher-order interactions.

5 The MoCHIN Model

In this section, we describe the proposed model with an emphasis on its intention
to comprehensively model higher-order interaction while availing user guidance.

Revisit on clustering by non-negative matrix factorization.Non-negative
matrix factorization (NMF) has been a popular method clustering [11,14]. Usu-
ally with additional constraints or regularization, the basic NMF-based algo-
rithm solves the following optimization problem for given adjacency matrix M

min
V1,V2�0

���M�V
>
1 V2

���
2

F
, (1)

where k·kF is the Frobenius norm, A � 0 denotes matrix A is non-negative, and
V1, V2 are two C ⇥ |V| matrices with C being the number of clusters. In this
model, the j-th column ofV1 or that ofV2 gives the inferred cluster membership
of the j-th node in the network.

Single-motif–based clustering in HINs. Recall that an edge essentially char-
acterizes the pairwise interaction between two nodes. To model higher-order in-
teraction without collapsing it into pairwise interactions, a natural solution to
clustering is using the inferred cluster membership of all involved nodes to re-
construct the existence of each motif instance. This solution can be formulated
by non-negative tensor factorization (NTF), and studies on NTF per se and
clustering via factorizing a single tensor can be found in the literature [19].

Specifically, given a single motif m with N nodes having node type t1, . . . , tN
of the HIN, we transcribe the higher-order interaction revealed by this motif to
a N -th–order tensor X with dimension |Vt1 |⇥ . . .⇥ |VtN |. We set the (j1, . . . , jN )
entry of X to 1 if a motif instance exists over the following n nodes: j1-th of
Vt1 , . . . , jN -th of VtN ; and set it to 0 otherwise. By extending Eq. (1), whose

objective is equivalent to
��M�V>

1 IV2

��2
F
with I being the identity matrix, we

can approach the clustering problem by solving

min
V1,V2�0

���X � I ⇥
N
i=1 Vi

���
2

F
+ �

NX

i=1

kVik1 , (2)

where I is the N -th order identity tensor with dimension C⇥ . . .⇥C, k·k1 is the
entry-wise l-1 norm introduced as regularization to avoid trivial solution, and �

is the regularization coe�cient. We also note that this formulation is essentially
the CP decomposition [19] with additional l-1 regularization and non-negative
constraints. We write this formula in a way di↵erent from its most common
form for notation convenience in the inference section (Section 6) considering
the presence of regularization and constraints.



Similarly, given a k-th-order tensor

• … factorize the tensor into (the mode product of) k non-negative 

matrices.

• This is essentially CP decomposition with additional non-negative 

constraints and l1 regularization.
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Single-Motif–Based Clustering in HINs 
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to their group’s research interest. In other words, dirichlet represents an impor-
tant semantic facet of the relationship between Xing and Blei. Modeling the
higher-order interaction among dirichlet and other nodes can therefore kick in
more information. If one only used motifs to generate pairwise or edge-level sig-
nals, such information would be lost. In Section 7, we will further quantitatively
validate the utility of comprehensively modeling higher-order interactions.

5 The MoCHIN Model

In this section, we describe the proposed model with an emphasis on its intention
to comprehensively model higher-order interaction while availing user guidance.

Revisit on clustering by non-negative matrix factorization.Non-negative
matrix factorization (NMF) has been a popular method clustering [11,14]. Usu-
ally with additional constraints or regularization, the basic NMF-based algo-
rithm solves the following optimization problem for given adjacency matrix M

min
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where k·kF is the Frobenius norm, A � 0 denotes matrix A is non-negative, and
V1, V2 are two C ⇥ |V| matrices with C being the number of clusters. In this
model, the j-th column ofV1 or that ofV2 gives the inferred cluster membership
of the j-th node in the network.

Single-motif–based clustering in HINs. Recall that an edge essentially char-
acterizes the pairwise interaction between two nodes. To model higher-order in-
teraction without collapsing it into pairwise interactions, a natural solution to
clustering is using the inferred cluster membership of all involved nodes to re-
construct the existence of each motif instance. This solution can be formulated
by non-negative tensor factorization (NTF), and studies on NTF per se and
clustering via factorizing a single tensor can be found in the literature [19].

Specifically, given a single motif m with N nodes having node type t1, . . . , tN
of the HIN, we transcribe the higher-order interaction revealed by this motif to
a N -th–order tensor X with dimension |Vt1 |⇥ . . .⇥ |VtN |. We set the (j1, . . . , jN )
entry of X to 1 if a motif instance exists over the following n nodes: j1-th of
Vt1 , . . . , jN -th of VtN ; and set it to 0 otherwise. By extending Eq. (1), whose
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��M�V>

1 IV2

��2
F
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where I is the N -th order identity tensor with dimension C⇥ . . .⇥C, k·k1 is the
entry-wise l-1 norm introduced as regularization to avoid trivial solution, and �

is the regularization coe�cient. We also note that this formulation is essentially
the CP decomposition [19] with additional l-1 regularization and non-negative
constraints. We write this formula in a way di↵erent from its most common
form for notation convenience in the inference section (Section 6) considering
the presence of regularization and constraints.

Regularization
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Proposed Model “MoCHIN” for Motif-Based Clustering in HINs

8 Y. Shi, et al.

Symbol Definition Symbol Definition

V, E The set of nodes and the set of edges X
(m) The tensor constructed from motif m

',  The node and the edge type mapping M
(t) The seed mask matrix for node type t

T , R, M
The set of node types, edge types,

V
(m)
i

The cluster membership matrix
and candidate motifs for the i-th node in motif m

Vt The set of all nodes with type t V
⇤
t The consensus matrix for node type t

o(m) The number of nodes in motif m 2 M µ The vector (µ1, . . . , µ|M|) of motif weights
C The number of clusters ⇥k The mode-k product of a tensor and a matrix

�, ✓, ⇢ The hyperparameters ⌦ The Kronecker product of two matrices

Table 1: Summary of symbols

Proposed model for motif-based clustering in HINs. Real-world HINs
often contain rich and diverse semantic facets due to its heterogeneity [25,28,29].
To reflect the di↵erent semantic facets of an HIN, a set M of more than one
candidate motifs are usually necessary for the task of user-guided clustering.
With additional clustering seeds provided by users, the MoCHIN model selects
the motifs that are both meaningful and pertinent to the seeds.

To this end, we assign motif-specific weights µ = (µ1, . . . , µ|M|), such thatP
m2M µm = 1 and µm � 0 for all m 2 M. Denote X (m) the tensor for mo-

tif m, V(m)
i the cluster membership matrix for the i-th node in motif m, o(m)

the number of nodes in motif m, and '(m, i) the node type of the i-th node in
motif m. For each node type t 2 T , we put together cluster membership ma-
trices concerning this type and motif weights to construct the consensus matrix

V⇤
t :=

P
'(m,i)=t

µmV(m)
iPo(m)

i0=1
1['(m,i0)='(m,i)]

, where 1[P ] equals to 1 if P is true and 0

otherwise. With this notation,
Po(m)

i0=1 1['(m,i0)='(m,i)] is simply the number of
nodes in motif m that are of type t.

Furthermore, we intend to let (i) each cluster membership V(m)
i be close to

its corresponding consensus matrix V⇤
'(m,i) and (ii) the consensus matrices not

assign seed nodes to the wrong cluster. We hence propose the following objective
with the third and the fourth term modeling the aforementioned two intentions

O =
X

m2M

���X (m)
� I

(m)
⇥

o(m)
i=1 V

(m)
i

���
2

F
+ �

X

m2M

o(m)X

i=1

���V(m)
i

���
1

+ ✓
X

m2M

o(m)X

i=1

���V(m)
i �V

⇤
'(m,i)

���
2

F
+ ⇢

X

t2T

���M(t)
�V

⇤
t

���
2

F
, (3)

where � is the Hadamard product and M(t) is the seed mask matrix for node

type t. Its (i, c) entry M(t)
i,c = 1 if the i-th node of type t is a seed node and it

should not be assigned to cluster c, and M(t)
i,c = 0 otherwise.

Finally, solving the problem of HIN clustering by modeling higher-order in-
teraction and automatically selecting motifs is converted to solving the following
optimization problem with � being the standard simplex

min
{V(m)

i �0},µ2�

O. (4)
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MoCHIN – short for Motif-based Clustering in HINs 

where

Consensus User guidance

All matrices for the same node type
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Proposed Model “MoCHIN” for Motif-Based Clustering in HINs
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Joint non-negative tensor factorization 
to find cluster membership

…

×

×

×

concensus

…

≈

≈

≈

User provides 
supervision on 

seed nodes

Transcribing higher-order interaction 
into a series of tensors via motifs

Joint non-negative tensor factorization 
to find cluster membership

…
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Inference Algorithm and Speed-Up Tricks

Update rule:

Challenge: Tensor size grows exponentially with the number of nodes in a motif.

• Multiple speed-up tricks leveraging the sparsity of the motif instances and the compositionality

of dense tensors in the model.

• … so that the complexity is bounded by the number of motif instances instead of the tensor size



Experiments

Datasets and evaluation tasks

• DBLP: a bibliographic network in the computer science domain.

• Task 1: cluster 7,165 authors into 14 research areas. 1% authors as seeds; 

16,100 nodes and 30,239 edges. 

• Task 2: cluster 250 authors into 5 research groups. 5% authors as seeds; 

19,500 nodes and 108,500 edges. 

• Motifs used: AP4TPA, APPA, and all edge types (2-node motifs).

• YAGO: a knowledge graph.

• Task: cluster 11,368 people to 10 countries. 1% people as seeds; 17,109 

nodes and 70,251 edges.

• Motifs used: P6O23L, P7O23L, P8O23L, 2P2W, 3PW, and all edge types.

17

Schema of DBLP

Schema of DBLP



Baselines

• KNN: k-nearest neighbors.

• GNetMine [3]: A graph-based regularization framework for the transudative 

classification problem in HINs. Only leverages edge-level information.

• PathSelClus [4]: A probabilistic graphical model for HIN clustering by integrating 

meta-path selection with user-guidance.

• KNN+Motifs: Construct a new network for each motif with an edge for two nodes 

matched to a motif instance, apply KNN on new network, and linear combine results.

• TGS [5]: A motif-based spectral clustering algorithm for HINs.

Experiments
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[3] Ji, Ming, et al. “Graph regularized transductive classification on heterogeneous information networks.” In ECMLPKDD, 2010.
[4] Sun, Yizhou, et al. “Integrating Meta-Path Selection with User-Guided Object Clustering in Heterogeneous Information Networks.” In KDD, 
2012.
[5] Carranza, Aldo G., et al. "Higher-order Spectral Clustering for Heterogeneous Graphs." arXiv:1810.02959 (2018).

No motifs

Collapse
motifs into
pairwise
relation



Experiments
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• MoCHIN uniformly outperformed all five baselines in all three tasks.

• MoCHIN prevailed by comprehensively transcribing signals to tensors.

• KNN+Motifs and TGS also leverage signals from motifs.

• TGS can generally outperform other baselines, but is still worse than MoCHIN.

[3] Ji, Ming, et al. “Graph regularized transductive classification on heterogeneous information networks.” In ECMLPKDD, 2010.
[4] Sun, Yizhou, et al. “Integrating Meta-Path Selection with User-Guided Object Clustering in Heterogeneous Information Networks.” In KDD, 2012.
[5] Carranza, Aldo G., et al. "Higher-order Spectral Clustering for Heterogeneous Graphs." arXiv:1810.02959 (2018).

No motifs

Collapse
motifs into
pairwise
relation

Experiments
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[3]
[4]

[5]



Impact of Candidate Motif Choice
20

In the DBLP-group task, we optionally remove APPA and/or AP4TPA.

• AP4TPA is crucial for clustering Eric Xing correctly.

• Each node (e.g., “dirichlet”) contributes to the semantic meaning of an

motif instance – comprehensive transcription via motifs is helpful.



Varied Seed Ratio
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• For all methods, the performance increased as the seed ratio increased. 

• MoCHIN outperformed most baselines, especially when seed ratio is small.

• MoCHIN is particularly useful when users provide less guidance – the most common

scenario for user guided clustering – because it can better exploit subtle information 

from limited data.



Summary

• We identify the utility of motifs without collapsing it into pairwise interactions in user-

guided clustering.

• We propose the MoCHIN model that captures higher-order interaction via motif-based 

comprehensive transcription and develop an inference algorithm and speed-up methods 

for MoCHIN.

• In experiments, we demonstrate that the proposed approach can avoid losing the rich 

and subtle information captured by HIN motifs.

• Code available at https://github.com/NoSegfault/MoCHIN.
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