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In real world applications, objects of different types can have different

relations, which form heterogeneous information networks (HINs).

• Typed nodes: objects.

• Typed edges: relations.

[author] writes [paper]

[paper] has [key term]
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A toy bibliographic network



Figures partly from http://xren7.web.engr.illinois.edu/yahoo-dais_award.html, http://www.garrygolden.com/2015/07/06/linkedin-economic-graph-technosolutionism, and http://www.businessinsider.com/explainer-what-exactly-is-the-social-graph-2012-3
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Heterogeneous information networks (HINs) are ubiquitous.
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• We tackle the problem of hypernymy discovery – an important and fundamental 

problem in natural language processing.

• E.g., everything about a hyponym must be also about its hypernym

• Examples:

Background – Hypernymy Discovery

A hypernym is a word whose semantic field includes that of another 
word – its hyponym. Hypernymy or hyponymy is used to refer to such
hyponym-hypernym relation.

[hyponym] → [hypernym]
bird → animal

machine learning → computer science

machine learning ↛ data mining
computer science ↛ IT industry
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• We tackle the problem of hypernymy discovery – an important and fundamental 

problem in natural language processing.

• Applications:

Background – Hypernymy Discovery

Knowledge base Taxonomy

Figures from https://torquemag.io/2017/09/build-a-custom-knowledge-base-wordpress and https://www.businessinsider.com/different-types-of-beer-2016-15
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• Expected output:

Background – Hypernymy Discovery

Pairwise Features

Combiner

�

Likelihood of hypernymy:

Nodewise Features Nodewise Features

Pairwise 
Feature

Transformer

Nodewise 
Feature

Transformer

Nodewise 
Feature

Transformer

M2 (t1, t2) =
p
ClarkDE(t1, t2) · [1 � ClarkDE(t2, t1)], where

ClarkDE(t1, t2) =
P
C (t1 )\C (t2 ) min(rc (t1 ),rc (t2 ))P

C (t1 ) rc (t1 )
.

• M3. A variant of M2, which also shares its intuition. M3 (t1, t2) =
ClarkDE(t1, t2) � ClarkDE(t2, t1).

• M4. A symmetric distributional measure, which technical
does not capture the inclusion intuition of the DIH. We use
it to quantify the relevance of the term pair. M4 (t1, t2) =P
C (t1 )\C (t2 ) min(rc (t1 ),rc (t2 ))

|C | .

Determination of context. As discussed in Section 1, the simplest
way to de�ne context given an HIN and a target node type is to
let every node linked to any node of the target node type be a
contextual unit. We call the context C de�ned in this way the
Simplest.

Also discussed in Section 1, atop the Simplest, one may rede�ne
contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
explicit network structures are contained in HINs such as the
node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
S = {(tgi , tfi )}

|S |
i=1 of hypernymy pairs from the corpus of the input

text-rich HINs. In Section 6, we shall quantitatively evaluate the
validity of this method for generating weak supervision.

5.4 Hypernymy Inference Model
(Jiaming, please introduce the Siamese Network based model here.
We can either add a �gure for the NN structure here or embed it
into the very �rst �gure 1).

ft1
ft2
gt1t2
s (t1 ! t2)
� (ft1 )
� (ft2 )
� (gt1t2 )
(Is this section not exciting enough? (Too much like an engineer-

ing work?))

6 EXPERIMENTS
6.1 Data Description

Datasets. We use two large-scale real-world HIN datasets.
• DBLP is a bibliographical network in the computer science

domain [41], with �ve node types – author (A), paper (P),
keyword (P), venue (P), and year (P) – and �ve edge types –
authorship, keyword usage, publishing venue, and publishing
year of a paper, and the reference relationship from a paper
to another. �e text a�liated to a paper node is the abstract
of the paper, and the text associated to a keyword node is the
Wikipedia page on this keyword if exists. We let keyword be
the target node type in the hypernymy discovery task. To
generate evaluation data, we resort to the ACM Computing
Classi�cation System (CCS)A keyword in the our vocabulary
D is mapped to a term in CCS if they can be linked to the same
Wikipedia entry using a publicly-available tool named Wik-
iLinkerFor each of the 10, 055 positive hypernym-hyponym
pairs a�ained as such, we �rst generate �ve negative pairs by
�xing the hypernym and randomly sample a keyword that is
not its hyponym as a negative hyponym, and then generate
another �ve negative pairs in the same way by �xing the hy-
ponym. In this negative pair generation process, a keyword is
always randomly sampled from the set that can be mapped to
CCS terms.

• PSN is an internal profession social network (PSN) data andwe
anonymize its origin for the double-blind review process. �e
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signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
S = {(tgi , tfi )}
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i=1 of hypernymy pairs from the corpus of the input

text-rich HINs. In Section 6, we shall quantitatively evaluate the
validity of this method for generating weak supervision.

5.4 Hypernymy Inference Model
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derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
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For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
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order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
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Determination of context. As discussed in Section 1, the simplest
way to de�ne context given an HIN and a target node type is to
let every node linked to any node of the target node type be a
contextual unit. We call the context C de�ned in this way the
Simplest.

Also discussed in Section 1, atop the Simplest, one may rede�ne
contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
explicit network structures are contained in HINs such as the
node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
S = {(tgi , tfi )}

|S |
i=1 of hypernymy pairs from the corpus of the input

text-rich HINs. In Section 6, we shall quantitatively evaluate the
validity of this method for generating weak supervision.

5.4 Hypernymy Inference Model
(Jiaming, please introduce the Siamese Network based model here.
We can either add a �gure for the NN structure here or embed it
into the very �rst �gure 1).
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let every node linked to any node of the target node type be a
contextual unit. We call the context C de�ned in this way the
Simplest.

Also discussed in Section 1, atop the Simplest, one may rede�ne
contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
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node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
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Datasets. We use two large-scale real-world HIN datasets.
• DBLP is a bibliographical network in the computer science

domain [41], with �ve node types – author (A), paper (P),
keyword (P), venue (P), and year (P) – and �ve edge types –
authorship, keyword usage, publishing venue, and publishing
year of a paper, and the reference relationship from a paper
to another. �e text a�liated to a paper node is the abstract
of the paper, and the text associated to a keyword node is the
Wikipedia page on this keyword if exists. We let keyword be
the target node type in the hypernymy discovery task. To
generate evaluation data, we resort to the ACM Computing
Classi�cation System (CCS)A keyword in the our vocabulary
D is mapped to a term in CCS if they can be linked to the same
Wikipedia entry using a publicly-available tool named Wik-
iLinkerFor each of the 10, 055 positive hypernym-hyponym
pairs a�ained as such, we �rst generate �ve negative pairs by
�xing the hypernym and randomly sample a keyword that is
not its hyponym as a negative hyponym, and then generate
another �ve negative pairs in the same way by �xing the hy-
ponym. In this negative pair generation process, a keyword is
always randomly sampled from the set that can be mapped to
CCS terms.

• PSN is an internal profession social network (PSN) data andwe
anonymize its origin for the double-blind review process. �e

M2 (t1, t2) =
p
ClarkDE(t1, t2) · [1 � ClarkDE(t2, t1)], where

ClarkDE(t1, t2) =
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.

• M3. A variant of M2, which also shares its intuition. M3 (t1, t2) =
ClarkDE(t1, t2) � ClarkDE(t2, t1).

• M4. A symmetric distributional measure, which technical
does not capture the inclusion intuition of the DIH. We use
it to quantify the relevance of the term pair. M4 (t1, t2) =P
C (t1 )\C (t2 ) min(rc (t1 ),rc (t2 ))
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Determination of context. As discussed in Section 1, the simplest
way to de�ne context given an HIN and a target node type is to
let every node linked to any node of the target node type be a
contextual unit. We call the context C de�ned in this way the
Simplest.

Also discussed in Section 1, atop the Simplest, one may rede�ne
contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
explicit network structures are contained in HINs such as the
node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
S = {(tgi , tfi )}
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i=1 of hypernymy pairs from the corpus of the input

text-rich HINs. In Section 6, we shall quantitatively evaluate the
validity of this method for generating weak supervision.
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5.3 Weak Supervision from Pattern-based
Method
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to be able to generate hypernymy pairs with high precision but
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contextual unit. We call the context C de�ned in this way the
Simplest.

Also discussed in Section 1, atop the Simplest, one may rede�ne
contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
explicit network structures are contained in HINs such as the
node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
S = {(tgi , tfi )}

|S |
i=1 of hypernymy pairs from the corpus of the input

text-rich HINs. In Section 6, we shall quantitatively evaluate the
validity of this method for generating weak supervision.

5.4 Hypernymy Inference Model
(Jiaming, please introduce the Siamese Network based model here.
We can either add a �gure for the NN structure here or embed it
into the very �rst �gure 1).
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Determination of context. As discussed in Section 1, the simplest
way to de�ne context given an HIN and a target node type is to
let every node linked to any node of the target node type be a
contextual unit. We call the context C de�ned in this way the
Simplest.

Also discussed in Section 1, atop the Simplest, one may rede�ne
contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
explicit network structures are contained in HINs such as the
node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
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granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.
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which together constitute the pairwise feature gt1t2 for (t1, t2). In
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Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
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the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
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each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
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5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
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contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
explicit network structures are contained in HINs such as the
node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
S = {(tgi , tfi )}

|S |
i=1 of hypernymy pairs from the corpus of the input

text-rich HINs. In Section 6, we shall quantitatively evaluate the
validity of this method for generating weak supervision.

5.4 Hypernymy Inference Model
(Jiaming, please introduce the Siamese Network based model here.
We can either add a �gure for the NN structure here or embed it
into the very �rst �gure 1).
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6 EXPERIMENTS
6.1 Data Description

Datasets. We use two large-scale real-world HIN datasets.
• DBLP is a bibliographical network in the computer science

domain [41], with �ve node types – author (A), paper (P),
keyword (P), venue (P), and year (P) – and �ve edge types –
authorship, keyword usage, publishing venue, and publishing
year of a paper, and the reference relationship from a paper
to another. �e text a�liated to a paper node is the abstract
of the paper, and the text associated to a keyword node is the
Wikipedia page on this keyword if exists. We let keyword be
the target node type in the hypernymy discovery task. To
generate evaluation data, we resort to the ACM Computing
Classi�cation System (CCS)A keyword in the our vocabulary
D is mapped to a term in CCS if they can be linked to the same
Wikipedia entry using a publicly-available tool named Wik-
iLinkerFor each of the 10, 055 positive hypernym-hyponym
pairs a�ained as such, we �rst generate �ve negative pairs by
�xing the hypernym and randomly sample a keyword that is
not its hyponym as a negative hyponym, and then generate
another �ve negative pairs in the same way by �xing the hy-
ponym. In this negative pair generation process, a keyword is
always randomly sampled from the set that can be mapped to
CCS terms.

• PSN is an internal profession social network (PSN) data andwe
anonymize its origin for the double-blind review process. �e

M2 (t1, t2) =
p
ClarkDE(t1, t2) · [1 � ClarkDE(t2, t1)], where

ClarkDE(t1, t2) =
P
C (t1 )\C (t2 ) min(rc (t1 ),rc (t2 ))P

C (t1 ) rc (t1 )
.

• M3. A variant of M2, which also shares its intuition. M3 (t1, t2) =
ClarkDE(t1, t2) � ClarkDE(t2, t1).

• M4. A symmetric distributional measure, which technical
does not capture the inclusion intuition of the DIH. We use
it to quantify the relevance of the term pair. M4 (t1, t2) =P
C (t1 )\C (t2 ) min(rc (t1 ),rc (t2 ))
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Determination of context. As discussed in Section 1, the simplest
way to de�ne context given an HIN and a target node type is to
let every node linked to any node of the target node type be a
contextual unit. We call the context C de�ned in this way the
Simplest.

Also discussed in Section 1, atop the Simplest, one may rede�ne
contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
explicit network structures are contained in HINs such as the
node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
S = {(tgi , tfi )}

|S |
i=1 of hypernymy pairs from the corpus of the input

text-rich HINs. In Section 6, we shall quantitatively evaluate the
validity of this method for generating weak supervision.

5.4 Hypernymy Inference Model
(Jiaming, please introduce the Siamese Network based model here.
We can either add a �gure for the NN structure here or embed it
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Datasets. We use two large-scale real-world HIN datasets.
• DBLP is a bibliographical network in the computer science

domain [41], with �ve node types – author (A), paper (P),
keyword (P), venue (P), and year (P) – and �ve edge types –
authorship, keyword usage, publishing venue, and publishing
year of a paper, and the reference relationship from a paper
to another. �e text a�liated to a paper node is the abstract
of the paper, and the text associated to a keyword node is the
Wikipedia page on this keyword if exists. We let keyword be
the target node type in the hypernymy discovery task. To
generate evaluation data, we resort to the ACM Computing
Classi�cation System (CCS)A keyword in the our vocabulary
D is mapped to a term in CCS if they can be linked to the same
Wikipedia entry using a publicly-available tool named Wik-
iLinkerFor each of the 10, 055 positive hypernym-hyponym
pairs a�ained as such, we �rst generate �ve negative pairs by
�xing the hypernym and randomly sample a keyword that is
not its hyponym as a negative hyponym, and then generate
another �ve negative pairs in the same way by �xing the hy-
ponym. In this negative pair generation process, a keyword is
always randomly sampled from the set that can be mapped to
CCS terms.

• PSN is an internal profession social network (PSN) data andwe
anonymize its origin for the double-blind review process. �e

M2 (t1, t2) =
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• M3. A variant of M2, which also shares its intuition. M3 (t1, t2) =
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• M4. A symmetric distributional measure, which technical
does not capture the inclusion intuition of the DIH. We use
it to quantify the relevance of the term pair. M4 (t1, t2) =P
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Determination of context. As discussed in Section 1, the simplest
way to de�ne context given an HIN and a target node type is to
let every node linked to any node of the target node type be a
contextual unit. We call the context C de�ned in this way the
Simplest.

Also discussed in Section 1, atop the Simplest, one may rede�ne
contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
explicit network structures are contained in HINs such as the
node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
S = {(tgi , tfi )}
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i=1 of hypernymy pairs from the corpus of the input

text-rich HINs. In Section 6, we shall quantitatively evaluate the
validity of this method for generating weak supervision.

5.4 Hypernymy Inference Model
(Jiaming, please introduce the Siamese Network based model here.
We can either add a �gure for the NN structure here or embed it
into the very �rst �gure 1).
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keyword (P), venue (P), and year (P) – and �ve edge types –
authorship, keyword usage, publishing venue, and publishing
year of a paper, and the reference relationship from a paper
to another. �e text a�liated to a paper node is the abstract
of the paper, and the text associated to a keyword node is the
Wikipedia page on this keyword if exists. We let keyword be
the target node type in the hypernymy discovery task. To
generate evaluation data, we resort to the ACM Computing
Classi�cation System (CCS)A keyword in the our vocabulary
D is mapped to a term in CCS if they can be linked to the same
Wikipedia entry using a publicly-available tool named Wik-
iLinkerFor each of the 10, 055 positive hypernym-hyponym
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not its hyponym as a negative hyponym, and then generate
another �ve negative pairs in the same way by �xing the hy-
ponym. In this negative pair generation process, a keyword is
always randomly sampled from the set that can be mapped to
CCS terms.
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anonymize its origin for the double-blind review process. �e
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Determination of context. As discussed in Section 1, the simplest
way to de�ne context given an HIN and a target node type is to
let every node linked to any node of the target node type be a
contextual unit. We call the context C de�ned in this way the
Simplest.

Also discussed in Section 1, atop the Simplest, one may rede�ne
contextual units by grouping the original ones that are semantically
relevant. With the availability of HIN data, we adopt the follow-
ing two approaches to alternatively de�ne the context in a wide
spectrum of context granularity.

• De�ne the context by explicit network structures. Many
explicit network structures are contained in HINs such as the
node types, the edge types, the meta-paths, and the meta-
graphs [32, 38]. Using these structures, one can design many
methods to group the original contextual units in the Simplest
together to derive new contextual units. In this paper, we adopt
the simplest way and group all the original contextual units
that are linked to a node of a speci�c node type, which we refer
to as Grp-by-type, where type is this speci�c node type. As
an example, in the DBLP dataset, a contextual unit in Grp-by-
type is the collection of all papers wri�en by certain author.
We consider a term t 2 D relevant to a contextual unit in
Grp-by-type as long as t is relevant to at least one original
unit that is grouped into the new unit.

• De�ne the context bynetwork clustering. Anotherway to
derive semantically meaningful groups is by network cluster-
ing. A great many clustering algorithms have been proposed
for clustering HINs [32, 38]. With an intention to experiment
with an simple algorithm while leveraging the rich informa-
tion from HINs, we perform the classic K-means algorithm on
the node features f� 2 Rd to derive K clusters. Similarly, a
term t 2 D relevant to a cluster-based contextual unit as long
as t is relevant to at least one original unit in this cluster. �is
approach is henceforth referred to as Clus-K.

We remark that the above two approaches both yield contextual
units with granularity more coarse than the Simplest, while one
can also de�ne context granularity that is �ner than the simplest.
For instance, using explicit network structure, meta-graph [32], a
de�nition of a �ner contextual unit in the DBLP network can be
two papers wri�en by the same author. Under this de�nition, only
two keywords simultaneously tagged to an authors’ two papers
are considered linked to a common contextual unit. Moreover, in
order to focus our investigate on the bene�t of introducing HIN
signals in hypernymy discover and the utility of modeling context
granularity, we always set the relevance to be binary, i.e., rc (t ) = 1
if relevant and 0, otherwise.

For each term pair (t1, t2) 2 D⇥D, we compute one score using
each one of the base DIH measures under each one of the contexts,
which together constitute the pairwise feature gt1t2 for (t1, t2). In
other words, the dimension of gt1t2 equals to the number of based
measures (4) times the number of contexts.

5.3 Weak Supervision from Pattern-based
Method

As a pioneering method, the Hearst pa�erns [11] have been shown
to be able to generate hypernymy pairs with high precision but
low recall [8, 15, 20, 46, 50]. We use this method to extract a list
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6.1 Data Description

Datasets. We use two large-scale real-world HIN datasets.
• DBLP is a bibliographical network in the computer science

domain [41], with �ve node types – author (A), paper (P),
keyword (P), venue (P), and year (P) – and �ve edge types –
authorship, keyword usage, publishing venue, and publishing
year of a paper, and the reference relationship from a paper
to another. �e text a�liated to a paper node is the abstract
of the paper, and the text associated to a keyword node is the
Wikipedia page on this keyword if exists. We let keyword be
the target node type in the hypernymy discovery task. To
generate evaluation data, we resort to the ACM Computing
Classi�cation System (CCS)A keyword in the our vocabulary
D is mapped to a term in CCS if they can be linked to the same
Wikipedia entry using a publicly-available tool named Wik-
iLinkerFor each of the 10, 055 positive hypernym-hyponym
pairs a�ained as such, we �rst generate �ve negative pairs by
�xing the hypernym and randomly sample a keyword that is
not its hyponym as a negative hyponym, and then generate
another �ve negative pairs in the same way by �xing the hy-
ponym. In this negative pair generation process, a keyword is
always randomly sampled from the set that can be mapped to
CCS terms.

• PSN is an internal profession social network (PSN) data andwe
anonymize its origin for the double-blind review process. �e

?
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Two families of methods for hypernymy discovery from text

• Textual-pattern–based: Hearst pattern, etc.

• High precision, low recall

Table from https://www.researchgate.net/publication/220774728_Unsupervised_Web-based_Automatic_Annotation
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Two families of methods for hypernymy discovery from text

• Textual-pattern–based: Hearst pattern, etc.

• Distributional Inclusion Hypothesis (DIH):

• Find context distribution for each word based on co-occurrence

• Given a dataset, DIH assumes the context of a hypernym (e.g., CS) should subsume

of the context of a hyponym (e.g., ML)
Context of a hypernym (e.g., CS)

Context of a hyponym (e.g., ML)

One DIH-based hypernymy measure:
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Two families of methods for hypernymy discovery from text

• Textual-pattern–based

• Distributional Inclusion Hypothesis (DIH)

When the input is a network instead of text, DIH-based method can still apply.



13

• How to define the context of a target node?

• The most straightforward way: neighbors

• For DBLP, each unit of the context is a paper.

• DIH ⇔ all papers tagged to the hyponym keyword (e.g., ML) should also be tagged

to the hypernym keyword (e.g., CS).

Contexts in HINs
Target
node type
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• How to define the context of a target node?

• The most straightforward way: neighbors

• For DBLP, each unit of the context is a paper.

• DIH ⇔ all papers tagged to the hyponym keyword (e.g., ML) should also be tagged

to the hypernym keyword (e.g., CS).

• With the rich type and rich semantics, one can easily define the context in other ways

• Each context unit being an author of the papers tagged to the keyword (equiv. to

grouping papers of the same author together)

• Each context unit being a cluster of nodes

Contexts in HINs
Target
node type
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Each node

By author

By cluster

As such, an HIN can have different meaningful contexts

• with context units at different granularity.
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In this view of the typed network, we have

• nodes of target types and

• different contexts

• Are the nodes and the contexts always 

compatible with each other?

Literature mining

Graph mining

Data mining

Python

Computer Science

…
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• Ideally, all papers tagged to literature mining should also be tagged to data mining.

Literature mining Data mining

KDD
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KDD

18

• Ideally, all papers tagged to literature mining should also be tagged to data mining.

• However, papers may not always tag the higher-level keyword data mining if they

already tagged literature mining.
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• Ideally, all papers tagged to literature mining should also be tagged to data mining.

• However, papers may not always tag the higher-level keyword data mining if they

already tagged literature mining.

• That is, the simplest definition of context is not compatible with all hypernymy pairs.

• DIH still holds if we could cluster properly and define context at a coarser granularity.
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Is there one context that is compatible with all hypernymy pairs?

• Based on the quantity computed from one popular DIH measure.

• Hypernymy relation can be discovered if the red part is much shorter can the blue part.

t1 = Frequent pattern mining
t1 = Association rule mining

t1 = Literature mining
t1 = Graph mining

t1 = Supervised learning
t1 = Unsupervised learning
t1 = Semi-supervised learning
t1 = Reinforcement learning

t2 = Data mining

t2 = Learning algorithm

t2 = Data mining
t2 = Data mining
t2 = Data mining

t2 = Learning algorithm
t2 = Learning algorithm
t2 = Learning algorithm

Simplest Grp-by-W Clus-100
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Is there one context that is compatible with all hypernymy pairs?

• Based on the quantity computed from one popular DIH measure

• Hypernymy relation can be discovered if the red part is much shorter can the blue part

Different hypernymy pairs can have different compatibility with different context.

t1 = Frequent pattern mining
t1 = Association rule mining

t1 = Literature mining
t1 = Graph mining

t1 = Supervised learning
t1 = Unsupervised learning
t1 = Semi-supervised learning
t1 = Reinforcement learning

t2 = Data mining

t2 = Learning algorithm

t2 = Data mining
t2 = Data mining
t2 = Data mining

t2 = Learning algorithm
t2 = Learning algorithm
t2 = Learning algorithm

Simplest Grp-by-W Clus-100
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Based on the intuition that hypernymy discovery from typed networks should be done at

multiple contexts with different granularities

• we propose the HDCG framework (hypernymy discovery from multiple context

granularities).
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Determine contexts

• Simplest: each context unit is a neighbor

• Grp-by-type: group by a certain type of

nodes (e.g., author)

• Clus-K: cluster the network into K clusters

using embedding (HEER) + K-means

The HDCG Framework
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Determine contexts

• Simplest: each context unit is a neighbor

• Grp-by-type: group by a certain type of

nodes (e.g., author)

• Clus-K: cluster the network into K clusters

using embedding (HEER) + K-means

The HDCG Framework
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Generate DIH features (pairwise)

For each pair of target nodes, apply 4 DIH

measures in each context

With 5 contexts, each pair has 4×5=20

DIH features

The HDCG Framework
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Generate nodewise features

For each target node, apply an existing 

algorithm (HEER [1]) to learn its representation

in the HIN

The HDCG Framework

[1] Shi, Yu, et al. "Easing embedding learning by comprehensive transcription of heterogeneous information networks." In KDD, 2018.
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Generate nodewise features

For each target node, apply an existing 

algorithm (HEER [1]) to learn its representation

in the HIN

Generate weak supervision

Using pattern-based–method (Hearst Pattern)

• High precision, low recall

The HDCG Framework

[1] Shi, Yu, et al. "Easing embedding learning by comprehensive transcription of heterogeneous information networks." In KDD, 2018.
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Inference model

A neural network model adapted from the

Siamese Network

• Pairwise DIH features

• Nodewise features

• Weak supervision from corpus

The HDCG Framework
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Data Description

Target node type

Target node type
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• HDCG-based models outperform all baselines.

• While the state-of-the-art LexNET (text only) generally outperform all other baselines, it is clearly worse

than any HDCG-based model.

• Validated the utility of introducing network signals in hypernymy discovery.

The higher the better for all metrics

Precision based Reciprocal rank based Precision based Reciprocal rank based

Pattern 
based

Network 
based

Text based, 
supervised
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Result of each single DIH feature (per context per DIH measure) in DBLP

• Simultaneously leveraging pairwise features from multiple contexts can bring in performance boost.

• Compared w/ full HDCG: 0.620.

• No context granularity is always the best even in the same dataset.

Feature Importance
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• Use existing unsupervised algorithm to construct a taxonomy (a DAG) from the output of HDCG.

• Generally reasonable. The discovered hypernymy pair with hypernymy scores are still useful when human 

labelers wish to seek recommendation in taxonomy construction.

Case Study: Taxonomy Construction 
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• We propose to discover hypernymy from text-rich HINs, which introduce high-quality 

network signals in the task of hypernymy discovery.

• We identify the importance of modeling context granularity in distributional inclusion 

hypothesis (DIH). 

• We then propose the HyperMine framework that exploits multi-granular contexts and 

leverages both network and textual signals for the problem of hypernymy discovery.

• Experiments and case study demonstrate the effectiveness of HyperMine as well as the 

utility of considering context granularity. 

Summary


